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Disclaimer
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While best efforts have been used in preparing this training, Colfax International makes no
representations or warranties of any kind and assumes no liabilities of any kind with respect to
the accuracy or completeness of the contents and specifically disclaims any implied warranties
of merchantability or fitness of use for a particular purpose. The publisher shall not be held
liable or responsible to any person or entity with respect to any loss or incidental or
consequential damages caused, or alleged to have been caused, directly or indirectly, by the
information or programs contained herein. No warranty may be created or extended by sales
representatives or written sales materials.
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Course Roadmap
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▷ Module I. Programming Models
• 01. Intel Architecture and Modern Code
• 02. Xeon Phi, Coprocessors, Omni-Path

▷ Module II. Expressing Parallelism
• 03. Automatic vectorization
• 04. Multi-threading with OpenMP
• 05. Distributed Computing, MPI

▷ Module III. Performance Optimization
• 06. Optimization Overview: N-body
• 07. Scalar tuning, Vectorization
• 08. Common Multi-threading Problems
• 09. Multi-threading, Memory Aspect
• 10. Access to Caches and Memory
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HOW Series Online
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Course page:
colfaxresearch.com/how-series

▷ Slides

▷ Code

▷ Video

▷ Chat

More workshops:
colfaxresearch.com/training
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Get Your Questions Answered: Chat
5

colfaxresearch.com/how-series
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Get Your Questions Answered: Forums
6

colfaxresearch.com/forum
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Hands-On Exercises and Remote Access
7

▷ All registrants receive an invitation from
cluster@colfaxresearch.com

▷ Queue-based access to Intel Xeon E5, Intel
Xeon Phi (KNC and KNL)

▷ Can access the cluster the entire 2 weeks of
the workshop
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Colfax Research
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https://colfaxresearch.com/
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§2. Modern Challenges



Areas of Application



Computing Domains
11
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Need for Speed



Performance Optimization Outcomes
13

Novel Platforms

Optimized Software

Shorter
time to
insight

Better
power

efficiency

Greater
problem

sizes

Reduced
hardware

costs
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§3. Modern Architecture



How Processors Get Faster



40 Years of Microprocessor Data
16

Source: karlrupp.net
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Power Wall
17

Liquid nitrogen for CPU
overclocking

youtu.be/WZr0W_g0dqk

Microsoft’s project Natick:
immersed datacenter

news.microsoft.com/natick

Cooling solutions for high clock speeds are not practical or expensive
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Instruction-Level Parallelism (ILP) Wall: Pipelining
18

Pipelining – replication of hardware to run different stages of different
instruction streams at the same time
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Only so many pipeline stages, possible conflicts
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Instruction-Level Parallelism (ILP) Wall: Superscalar Execution
19

Superscalar Execution – hardware checks for independence of
operations, pipelines multiple instructions in a cycle
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Automatic search for independent instructions reqiures extra resources
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Memory Wall: Out-of-Order Execution
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Out-of-order Execution – hardware re-orders instructions in a stream to
minimize latencies

FETCH DECODE EXECUTE MEMORY WRITE

FETCH DECODE EXECUTE

FETCH DECODESTALL

MEMORY MEMORY

STALL

FETCH DECODE EXECUTE MEMORY WRITE

FETCH DECODE EXECUTE

FETCH DECODE EXECUTE WRITE

MEMORY MEMORY

WRITE

STALL

STALL

STALL

STALL

In
-O
rd
er

O
ut
-o
f-
O
re
r

CPU performance grows faster than RAM bandwidth, OOE can’t fill gap
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Parallelism
21

CORES – multiple instructions on multiple data elements (MIMD)

VECTORS – single instruction on multiple data elements (SIMD)

Unbounded growth opportunity, but not automatic
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Parallelism is the Path Forward
22

▷ Clock speed has hit the power wall

▷ Automatic parallelism has hit the ILP wall

▷ Out-of-order execution cannot overcome the memory wall

The Show Must Go On
Hardware keeps evolving through parallelism.

Software must catch up!
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Parallel Programming Layers
23

colfaxresearch.com/how-series How Processors Get Faster © Colfax International, 2013–2017



Intel Architecture



Intel Computing Platforms
25
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Intel Xeon Processors
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▷ 1-, 2-, 4-way

▷ General-purpose

▷ Highly parallel (44 cores*)

▷ Resource-rich

▷ Forgiving performance

▷ Theor. ∼ 1.0 TFLOP/s in DP*

▷ Meas. ∼ 154 GB/s bandwidth*

* 2-way Intel Xeon processor, Broadwell architec-
ture (2016), top-of-the-line (e.g., E5-2699 V4)
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Intel Xeon Phi Processors (1st Gen)
27

▷ PCIe add-in card

▷ Specialized for computing

▷ Highly-parallel (61 cores*)

▷ Balanced for compute

▷ Less forgiving

▷ Theor. ∼ 1.2 TFLOP/s in DP*

▷ Meas. ∼ 176 GB/s bandwidth*

* Intel Xeon Phi coprocessor, Knighs Corner ar-
chitecture (2012), top-of-the-line (e.g., 7120P)

colfaxresearch.com/how-series Intel Architecture © Colfax International, 2013–2017



Intel Xeon Phi Processors (2nd Gen)
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▷ Bootable or PCIe add-in card

▷ Specialized for computing

▷ Highly-parallel (72 cores*)

▷ Balanced for compute

▷ Less forgiving than Xeon

▷ Theor. ∼ 3.0 TFLOP/s in DP*

▷ Meas. ∼ 490 GB/s bandwidth*

* Intel Xeon Phi processor, Knighs Landing ar-
chitecture (2016), top-of-the-line (e.g., 7290P)
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Form-Factors and Memory Organization



Intel Xeon CPU: Memory Organization
30

▷ Hierarchical cache structure

▷ Two-way processors have NUMA architecture
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KNC Memory Organization
31

▷ Direct access to ≤ 16 GiB of cached GDDR5 memory on board

▷ No access to system DDR4, connected to host via PCIe
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KNL Memory Organization (bootable)
32

▷ On-package high-bandwidth memory (HBM) – MCDRAM

▷ Optimized for arithmetic performance and bandwidth (not latency)
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§4. Modern Code



One Code for All Platforms
34
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Optimization and Future-Proofing



Computing in Science and Engineering
36

Problem

Discretization

Numerical Algorithm

Implementation

Computer Architecture

Analytical model

Weather  prediction
Chemical interaction

Galaxy formation
Oil mining

Gravity field + star formation
Reservoir model

Euler equations
Schroedinger's equation

N-body problem
Finite element analysis

Finite differences
Spectral methods

Barnes-Hut algorithm
Leap-frog method

Godunov method
Cooley-Tukey algorithm

C++
Hybrid

Intel Xeon
Intel Omni-Path

Intel Xeon Phi
Intel 3D XPoint

MKL

Fortran
Boost OpenMP

MPI

PthreadsAtlas Python Offload
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Optimization Areas
37
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Motivating Examples



Astrophysical Code HEATCODE: an Offload Story
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https://colfaxresearch.com/heatcode
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Astrophysical Code HEATCODE: an Offload Story
40
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Computational Fluid Dynamics: Legacy Code
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https://colfaxresearch.com/shallow-water
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Asian Option Pricing: Heterogeneous Clustering
42

https://colfaxresearch.com/heterogeneous
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Machine Learning: Optimized Middleware
43

https://colfaxresearch.com/isc16-neuraltalk
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What You Are Going to Learn



Heterogeneous and NUMA Architectures
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Session 2: handling memory organization in Intel Xeon Phi processors
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Data Parallelism and Vector Instructions
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Vectors – form of SIMD architecture (Single Instruction Multiple Data).
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Session 3: automatic vectorization with Intel compilers
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Task Parallelism and Cores
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Cores implement MIMD (Multiple Instruction Multiple Data) arch
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Session 4: multi-threading with OpenMP
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Distributed-Memory Programming
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Clusters form distributed-memory systems with network interconnects

Session 5: Message Passing Interface (MPI)
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Optimization Overview
49
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Session 6: optimization overview, case study
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Scalar Tuning, Optimization of Vectorization
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Session 7: precision control, regularizing vectorization patterns
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Common Issues in Multi-Threading
51

Session 8: minimizing synchronization, avoiding false sharing,
strip-mining for parallelism
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Multi-Threading, Memory Aspect
52
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CPU 1CPU 1

Memory banks
local to CPU 0

Memory banks
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Non-Uniform 
Memory Architecture
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Session 9: thread affinity, NUMA locality, scheduling
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Cache and Memory Access
53
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Session 10: loop transformations for locality, bandwidth secrets
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§5. Hands-On Demonstration



Access the Colfax Cluster
55
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Job Management in the Cluster
56

Internet
Login
Node
(Linux)

Q
u
e
u
e

Compute nodes

... ...

Storage: /home, /opt

SSH

qsub sc
h
e
d
u
le

r

MPI

NFS

NFS

colfaxresearch.com/how-series Hands-On Demonstration © Colfax International, 2013–2017



Download Labs
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[u111@c005 ~]% git clone https://github.com/ColfaxResearch/HOW-Series-Labs.git
Cloning into ’HOW-Series-Labs’...
[u111@c005 ~]% ls HOW-Series-Labs/*/
HOW-Series-Labs/2/:
2.01-native-basic 2.03-offload-basic 2.05-shared-virtual-memory-basic 2.07-benchmark-offload
2.02-native-MPI 2.04-offload-asynchronous 2.06-shared-virtual-memory-complex-

HOW-Series-Labs/3/:
3.01-vectorization 3.03-OpenMP-reduction 3.05-Cilk-Plus-basics 3.07-Cilk-Plu
3.02-OpenMP-basics 3.04-OpenMP-tasks 3.06-Cilk-Plus-reducers 3.08-MPI-basi

HOW-Series-Labs/4/:
4.01-overview-nbody 4.07-threading-affinity
4.02-vectorization-data-structures-coulomb 4.08-memory-tiling-matrix_x_vector
4.03-vectorization-tuning-lu-decomposition 4.09-memory-loop-fusion-statistics
4.04-threading-misc-histogram 4.10-offload-double-buffering-dgem
...
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Review and What's Next
58

▷ Computers are getting faster through parallelism and specialization

▷ Intel Xeon E5 product family – general-purpose parallel processors

▷ Intel Xeon Phi product family – specialized parallel processors

▷ Coprocessor – either offload device or an additional compute node

Next session: details of Intel Xeon Phi processor and coprocessor
programming.
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